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Introduction

This report is a summary of discussions about the question: can we achieve the ultimate T/DAQ system at the LC?

This ultimate T/DAQ should satisfy various independent requirements:

* From the Physics point of view: NO loss, and record everything.

* From the Detector point of view: deadtime free

* From the Machine point of view: use 100% of the beam available.

* From the T/DAQ people: maximum efficiency with minimum maintenance.

There is a general agreement that the combination of the LC machines beam structure associated with the rapid evolution of new technologies might solve this challenge.      

 The evolution of T/DAQ systems

In the past, the current Trigger/DAQ dataflow was divided into a series of 3 logical successive levels. The level 1 acts on specific data processed very rapidly (few µsec) with rather simple algorithms in pure hardware components (dedicated ASIC's and/or FPGA's). Then, the level 2 uses more sophisticated algorithms and combinations in fast processors like DSP's  or RISC machines (100µsec to few ms) and the Level 3 was based on general purpose workstations or computer farms. Nowadays, the evolution of computing technologies towards commercial commodity products like fast networks and PC's merges the L2 and L3 steps into only one logical software level (high level triggers) performing both the data collection task (event building) and the final event selection (filter). In addition, the boundary between "off-line" and "on-line" is becoming more flexible since more complex algorithms are moving downstream.  

 The LC machines bunch structure

In contrary to the standard colliders, linear machines are based on bunch trains (pulses) separated by beamless periods. The Tesla project has a pulse length made of 2820 bunches separated by 337ns and a relatively long time of 199 ms between each pulse. Instead, the JLC /NLC project has a  pulse made of 85 bunches separated by 2.8 ns and a  relatively short time  of 6.6 ms between each pulse. 

 Basic concept : no hardware trigger

This beam structure allow a very simple scheme with the following steps:

* Read-out and store front end raw digitized data of a complete bunch train into digital buffers. This is dead time free and without any data loss.

* Then, the  data collection (DAQ)  is triggered after every bunch train. This step builds the "bunch event" and perform zero suppression and/or data compression.

* Apply a "software trigger" between each train using a sequential selection of simple (L1 type) to complex algorithms (L2 and filter types).

* Accept or reject, flag and classify each selected "bunch of interest" according to physics, calibration and machine needs (background)

* Store selected events prior to be processed in the "analysis" farm.

 Advantages

This scheme is very flexible and has the following important features:

* It is fully programmable so that the selection algorithms could be chosen and adjusted according to the detectors :and machine perfomances.

* All unforeseen backgrounds and physics rates can be easily accommodated

* The machine people can adjust the beam parameters using detectors background events

It should be cost effective since it use essentially commodity commercial products. Off The Shelf technologies (OTS) like memories, data and control networks as well as  processors farms are products evolving very rapidly in performance but not in real cost. Another interest is that On-line and Off line computing resources can be merged like Common Operating Systems (Linux for example) and high level languages. Finally the modularity of the system in various components (network switches, processors) allows the necessary scalability over the full period of operation of the detector. 

 Consequences on the detector concept

If the "software trigger" looks like a simple and beautiful concept, there are however some technical constraints on the detector read-out technologies. For the TESLA project, each sub detector should be able to be read out continuously during the bunch train of 1 ms. That constraint should not be a problem for the calorimeter and the muon systems. This is however an important issue for the inner trackers: like the  Vertex detector and the large TPC. The requirements are in a first approximation that the vertex detector should digitize during the pulse to keep the occupancy small instead the TPC should run without any active gating. For the JLC/NLC, the very short time of the machine bunch structure looks less favorable, but not impossible. The 7 ms pulse separation requires that each sub-detector should be read out within 5 ms imposing veto following a triggered pulse. In addition, the 3 ns bunch separation requires an "off-line" bunch tagging. 

Another issue for all machines is the development of a cheap and efficient read-out system for the multi million channels detectors based on silicon like the Vertex and tungsten calorimeters.  

 Conclusions

The T/DAQ for LC detector should not be a problem and the simple concept of a fully software trigger can be adopted as the baseline. Its looks like the "ultimate trigger" that satisfy everybody with no data losses and the flexibility of being fully programmable. It is less demanding than the LHC requirements and is already feasible and affordable today. However, some constraints on the detector readout electronics design need to be satisfied. Another issue is the consequence on the software environment of the experiment where the boundaries between on-line and off-line are now flexible. It needs to develop a complete integrated computing model with common resources from calibration, selection (algorithms and filter) and analysis/processing paths. 
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